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a b s t r a c t

The outbreak of the COVID-19 pandemic is unarguably the biggest catastrophe of the 21st century,
probably the most significant global crisis after the second world war. The rapid spreading capability
of the virus has compelled the world population to maintain strict preventive measures. The outrage
of the virus has rampaged through the healthcare sector tremendously. This pandemic created a huge
demand for necessary healthcare equipment, medicines along with the requirement for advanced
robotics and artificial intelligence-based applications. The intelligent robot systems have great potential
to render service in diagnosis, risk assessment, monitoring, telehealthcare, disinfection, and several
other operations during this pandemic which has helped reduce the workload of the frontline workers
remarkably. The long-awaited vaccine discovery of this deadly virus has also been greatly accelerated
with AI-empowered tools. In addition to that, many robotics and Robotics Process Automation
platforms have substantially facilitated the distribution of the vaccine in many arrangements pertaining
to it. These forefront technologies have also aided in giving comfort to the people dealing with
less addressed mental health complicacies. This paper investigates the use of robotics and artificial
intelligence-based technologies and their applications in healthcare to fight against the COVID-19
pandemic. A systematic search following the Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA) method is conducted to accumulate such literature, and an extensive review
on 147 selected records is performed.

© 2021 Elsevier B.V. All rights reserved.
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1. Introduction

The ravaging effects of Severe Acute Respiratory Syndrome
Coronavirus (SARS-CoV-2) Disease (COVID-19) are not just con-

fined to claiming the lives of nearly 4.5 million people; it has
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reated a depression across all the functional aspects of human
ives. After being characterised as Global Pandemic by the World
ealth Organization (WHO) on 11 March, 2020 [1], The world has
itnessed how this highly infectious disease has ceased normal

ife and made everything get beyond control around the globe.
he outrageous transmissibility of Coronavirus can be substan-
iated by its average reproduction number of around 3.28 [2],
hich signifies the average number of infection cases caused by
n already infected individual and is an indicator of a pathogen’s
otential to cause a pandemic. This supports the exponential
rowth of the cases in the epicentres though it has a low fatality
ate of 0.17 to 1.7% [3] among the infected people. The crown-like
ppearance of the Coronavirus (The membrane surface protein of
oronavirus looks a bit like a crown) justifies the prefix ‘Corona’
hich is a Latin word for ‘‘Crown’’ and thus has been charac-
erised as a member of the Corona Viridae family [4]. The novel
oronavirus, started in Wuhan City of Hubei Province of China,
as transmitted through bats that can host the most viral geno-
ypes of Coronavirus. Viruses transmitted from species to species
an carry developed mutations in proteins on their envelope that
ave substantial capacity to bind cells in different specimens and
cquire high contiguous potentialities through several mutations.
hese factors have led the Coronavirus to run rampant worldwide
ith 4.48 million deaths and 215 million confirmed cases as of 26
ugust 2021 [5].
The health sector has faced severe vulnerabilities in the

OVID-19 pandemic. The public health challenges soared up
igher than ever because of the unpreparedness of the health
ectors for a global pandemic. The lack of standardised treatment
rotocol, guidelines, and manuals for such a crisis has made the
ractitioners in this field more incompetent. During the courses
f this kind of emergencies, health professionals are subjected
o set preferences in about all the aspects of their working
rounds ranging from fixing research priorities to performing
iagnosis and caregiving acts. From diagnosis to treatment, the
aregivers are susceptible to danger in every phase of the cycle.
he fragile protection measures for the doctors, nurses, and
ab technicians can unsettle the spontaneity of preventive and
urative care in due time. But hospitals are the hot spots for
irus transmission, and monitoring the safety rules abidance by
veryone there is more complex than it seems. Safety equipment
aucity demarcates the protective measures considerably. Early
etection and preventive measures according to it, can mitigate
he risk of transmission to a greater extent. However, tracing
ut the most susceptible cases, arranging immediate testing, and
solating vulnerable communities are naturally dependent on the
vailability of test kits, expert physicians, isolation beds, ICU, CCU,
nd many other resources. WHO approves the Polymerase Chain
eaction (PCR) testing as the only diagnosis method for novel
OVID-19 because of its higher accuracy [6]. Nevertheless, this
onvoluted method is expensive, time-consuming, and requires
xpert involvement resulting in a lower outreach for most coun-
ries. Constant disinfecting can also de-escalate the spread of the
irus in hospitals and public places. However, manual disinfection
obs present a risk to the workers and fail to meet the standard
peration of the task.
The frightful mortality rates and detrimental health issues of

he COVID-19 pandemic have stressed the need for addressing
ts impact on physical health so hugely that the severe nega-
ive implications it has posed on mental health have often been
isregarded. The havoc created for the emergence of this unde-
ired phenomenon has incited panic, anxiety and trauma-related
isorders [7]. The reduced social interaction owing to preven-
ive measures like quarantine, lockdown, social distancing have
nforced loneliness, solitude, and other common risk factors to

ental well-being. Many studies and reports have revealed the
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increase in domestic violence and femicide during this period [8].
So it is foreshadowed the consequences of mental health degra-
dation for this pandemic may trigger somatisation, phobic anxi-
ety, obsessive-compulsive disorder, depression, and other mental
illnesses.

It is undeniably true that the challenges for the Coronavirus
require prompt and dynamic solutions. Health workers and poli-
cymakers are making constant efforts to address these challenges.
Researchers around the world are applying the leading tech-
nologies with their scientific findings to find redress for this
unprecedented peril. AI and Robotics have been substantiated to
be a potential means for scientific research and have enforced the
efficacy of these studies both empirically and theoretically [9].

We conducted a systematic search to compile the scientific
records related to our scope. The Mendeley database was chosen
to perform the search on literature from January 2020 onwards
with the combination of the keywords ‘‘Coronavirus’’, ‘‘COVID-
19’’, ‘‘Healthcare’’, ‘‘Robotics’’, and ‘‘Artificial Intelligence’’.
Preprints and scientific reports were excluded. Selecting liter-
ature only from renowned journals, conferences proceedings,
and book chapters, 1334 records were gathered from this stage.
Then, the abstract and title of these 1334 were screened which
resulted in 549 papers to be selected for the next stage. In the
next stage, the full text of this set of articles were assessed.
Many of the literature that were perceived as relevant to this
subject-matter from the initial abstract screening was found to be
more focused on biological, genetics, and different subject related
findings rather than presenting any applicative work of Robotics
and AI in facilitating the healthcare sector directly. 154 papers
were ruled out from this stage. Finally, an in-depth analysis of
the remaining 395 records was done. For inclusion assessment
in this stage, the study characteristics were thoroughly analysed.
Many authors had proposed conceptual ideas and methodologies
of AI and robotics driven solutions for this pandemic time, some
of which were yet to be materialised in real-world scenarios.
Therefore, from the selected studies, the technologies that had
been deployed in real-world settings or had the potential to be
used in such environments were included for this study. Finally,
147 literatures were selected from the final stage of the literature
search. The entire selection process is demonstrated in Fig. 1.

In this paper, we have listed some applications of artificial
intelligence (AI) and robotics that have been tailored to serve
in the COVID-19 situation. These technologies have scopes to be
employed in practically every point of solution response to the
pandemic. For early and rapid detection, community transmission
tracing, AI has featured new algorithms for creating alternatives
to the conventional approaches. Enthusiasts have addressed mon-
itoring social distancing rules with the collaboration of computer
vision and machine learning (ML) methodologies. The research
for drugs of COVID treatment and the most anticipated vaccine
discovery is also being accelerated with AI and its sub-field ML.
Machine learning, regarded as the hot-spot of AI, has been leading
the prediction modelling task such as determining the severity
of the patients from initial symptoms, identifying high-risk and
vulnerable individuals and predicting the virus spread in different
locations. Innovators have been very active in coming up with nu-
merous automation systems to alleviate the workloads of health
professionals in high-risk jobs like disinfecting hospital areas,
enforcing clinical care, testing prototypes, conducting healthcare
training, and so on. The rest of the paper is organised as follows.
Section 2 holds a detailed depiction of the healthcare spectral
units during this pandemic. In Section 3, various applications
of Robotics and AI in healthcare are elaborately described. A
discussion on future directions is provided in Section 4. Finally,
the paper marks the concluding remarks in Section 5.
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Fig. 1. Flow diagram of the record selection process based on the PRISMA approach.
. Healthcare spectrum during COVID-19

The sudden outbreak of COVID-19 has resulted in a massive
mount of additional work of operations to the health sector and
elated fields. The operational works require different stages of
ollaborative support and the service scopes are also not confined
o a single field. Rather the related affairs in the health division
an be divided into certain spectra and the proceedings can
unction following the spectral units of task forces [9]. Acknowl-
dging the division of work with respect to the different patient
ategories, the point of services in healthcare departments can be
ivided into five spectra as shown in Fig. 2. These are discussed
riefly as follows:

(A) General care (Primary prevention and healthcare sup-
port): Primary prevention refers to the steps taken by
the authorities or individuals including social distancing,
wearing facial masks, washing hands, posing lockdown in
cities, etc. It implies the imposition of strict laws for mon-
itoring social distancing, observing people whether they
are wearing masks, inspecting the lockdown areas so the
public is bound to obey them. Primary prevention measure
also includes the detection of the vulnerable areas with
massive screening and rapid testing facility which will
provide details to identify risk using contact tracing infor-
mation and thus predict the spread of disease in different
areas. Material supports such as sanitation and protective
equipment are also included in primary prevention care.

(B) Inpatient care (Acute and emergency care): This spec-
trum includes the diagnosis of the patients, evaluation of
the diagnosis results, triage them to the proper level of
care, sort out the appropriate treatment methods for the
hospitalised patients, critical care and isolation support,
predict the severity of the patient from initial symptoms to
identify high-risk and vulnerable individuals and shift them
to ICU or CCU for proper clinical care of them and arrange
telemedicine opportunities for less severe patients.
3

(C) Non-COVID-19 outpatient, home and long-term care:
Secondary prevention measures and long-term disease
management are included in this spectrum. As the con-
tagious disease has a virus transmission possibility every-
where the infected person goes, there is no alternative
to disinfecting the hospital areas. The safety rule mainte-
nance’s by the hospital workers is essential for pursuing
the treatment of non-COVID-19 outpatients.

(D) Medical education: This spectrum involves the measures
required for empowering the healthcare staff through
hands-on training on up-to-the-date treatment and tech-
nologies for supporting the COVID-19 patients. So acceler-
ating healthcare training and education for health workers
and reducing the workload of the healthcare workers with
advanced technologies are included here.

(E) Research and development (R&D): Research and devel-
opment in pandemic time incorporate identifying effective
existing drugs, accelerating research and treatment, testing
prototypes, developing drugs faster, developing vaccines,
and creating personal protective equipment (PPE).

3. Robotics and AI technologies in COVID-19 Healthcare

The technological field of AI and Robotics has performed mira-
cles to settle the dire needs of the health sector in this pandemic.
Researchers and innovators are providing new solutions for the
rising challenges in the healthcare sector due to the COVID-19
outbreak. In this section, we discuss some of the points of services
where Robotics and AI have impacted enormously for the ame-
lioration of the situations during this pandemic such as diagnosis,
risk assessment, surveillance, telehealthcare, delivery and supply
chain, service automation, disinfection, and accelerating research
and drug development.

3.1. COVID-19 diagnosis

During the COVID-19 pandemic, rapid testing is being given
higher priority to limit the contagion which helps to prevent
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Fig. 2. Division of the healthcare spectrum during COVID-19.
irus spread. However, it is challenging due to the scarcity of
edical resources and the increased chances of contagion by
irect contact. Robotic technologies can be used to collect sam-
les in a contactless way. Robots are also being used as a tool
hat enables doctors to remotely diagnosis the patients which
inimises the chances of contamination. AI algorithms facilitate
rioritising the faster scheduling of suspected patients and speed
p the testing process while requiring minimal manpower. Fig. 3
llustrates some of the robotics and AI-based technologies for
OVID-19 diagnosis.
Early detection can help to control the rapid spreading of

he virus. A detailed study of different AI-empowered COVID-19
etection and prediction works of the recent time is provided
n [10]. Significant studies have been done to establish rela-
ions between the early symptoms of COVID-19 and the test
esults which may facilitate the detection of the disease from
hose mild symptoms [11]. The routine test of COVID-19 is con-
ucted with a positive test for SARS-CoV-2. However, this method
s time-consuming and poses a higher chance of false-positive
esults.

A temperature screening system [12] can measure the tem-
erature of the passengers in a vehicle in a contactless and
utonomous way and can further assess if the person is eligible to
nter a territory. Dr. Spot [13] can carry out a series of monitoring
perations along with vital symptom evaluation and can further
e teleoperated with trained clinical staffs accordingly with initial
ssessment which was deployed in several hospital settings.
As an alternative, artificial intelligent algorithms combining

maging techniques such as computer tomography (CT scans)
an be used to evaluate the patients with COVID-19 symptoms
14,15]. An end-to-end learning-based Coronavirus classification
odel with CT scan images was built by [16], the training set

or the model was enhanced with the BigBiGAN and a linear
lassifier and two nonlinear classifier SVM and KNN algorithms
ere used in this work. Similar to this, the deep learning-based
OVID detection models have shown promising results and were
dopted in many investigation [17–19]. CNN-based COVID de-
ection models with DenseNet-201 architecture were presented
n [20–22]. Several works proposed their own architecture for
T-image based COVID detection as in [23] designed the FaNet
rchitecture which reported 94.83% accuracy, the COVNet model
rom [24] distinguished COVID cases with high specificity and
ensitivity, [25] had manifested FGCNet which claimed to be
etter performing than 15 state-of-the-art methods. An easy-to-
perate ML-based COVID classification approach was presented
4

in [26]. The authors designed a pipeline for the Medical decision
support based on Google AutoML Cloud Vision, clinical data [27]
and patient information [28]. Many smartphone app-based diag-
nosis systems have been developed for the diagnosis, treatment,
control, and prevention of the disease [29,30].

AI solutions are helping the radiologist to analyse the patterns
of the radiology image and assess the probability of infection [31,
32]. A VGG Convolution Neural Network was presented in [33]
that can aid the clinical decision support system for early detec-
tion of the disease. In [34], the authors proposed a DL algorithm
based model COV19NET, for COVID detection from chest radio
graphs.

A new AI-powered method is devised by UC Diego Health,
which uses a machine learning model for the early diagnosis
of pneumonia, a severer condition of COVID-19. This model is
trained with 22,000 chest X-ray images annotated by human
radiologists, which can depict the probability of pneumonia by
coloured region in the chest X-ray [35].

The quest to discover the best methodology for the detec-
tion of COVID-19 from chest X-ray with the help of different
machine learning and deep learning algorithms has been very
prevalent among practitioners. The authors in [36,37] presented a
CNN architecture combined with transfer learning technique for
COVID-19 diagnosis. The work in [38] had only used CNN to build
a prediction model with training data of COVID-19 positive and
negative X-rays.

The findings from [39] show that different architecture of CNN
has great potential in detecting Coronavirus disease from chest
X-ray. The authors concluded among different CNN models the
ResNet-50 has the best performance on chest x-rays. In [40], the
performance of a pre-trained neural network, DarkNet-19 was
assessed. The model had an overall accuracy of 94.28% in COVID-
19 radiographic feature detection. Deep learning based COVID
detection models were also rendered in [41,42]

The feature extraction of the chest x-ray with different Ma-
chine Learning algorithms such as CfsSubsetEval, K-nearest neigh-
bours classifier etc. reported an average of 96.5% precision and
recall was demonstrated in [43]. The structure of a novel fusion
model FM-HCF-DLF was demonstrated in [44]. Three pre-trained
CNNs AlexNet, GoogleNet, and SqueezeNet were fine-tuned and
their performance in several publicly available datasets were
evaluated in [45]. As transfer learning from these models gave
acceptable results, the authors suggested that the existing models
for diagnosing should be explored with more attention before
developing a completely new architecture with different deep
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Fig. 3. COVID-19 diagnosis using robots and AI based technologies: (a) Contactless sample collection using robots (b) COVID-19 detection using AI.
learning techniques for COVID-19 detection. In [46], the authors
had developed a deep learning pipeline with local binary pattern,
dual tree complex wavelet transform and convolutional neural
networks for COVID-19 detection using chest X-ray images. Gupta
et al. [47] had developed InstaCovNet-19 architecture with trans-
fer learning from renowned architectures such as ResNet101,
Xception, InceptionV3, MobileNet, and NASNet for COVID de-
tection. The network achieved 100% precision and 99% recall
on binary class COVID-19 classification. Similar transfer learning
based studies were presented in [48–50].

The COVID detection methodology proposed in [51] had in-
olved different machine learning algorithms such as CNN, sup-
ort vector machine (SVM), and random forest (RF) for COVID
nfection identification. The insufficiency of the proper dataset
or COVID detection research was addressed in [52]. The au-
hors used weekly labelled data augmentation process to enhance
he size of training data and their evaluation revealed adding
ugmented data impacted positively in the result of the clas-
ification as the average accuracy of the model increased by
1.04% from non-augmented training. Deep convolutional neural
etwork (CNN) model, CVDNet was introduced in [53] which re-
orted an average accuracy of 97.20% in COVID detection. Another
eep learning based COVID detection model on chest radiographs,
eepCOVID-XR was proposed in [54]. The study in [55] provided a
GG-16 based Deep Learning model for COVID-19 classification.
hang et al. [56] had trained, validated, and tested their CV19-
et model for differentiating Coronavirus disease from other viral
neumonia. In [57], the pipeline of COVID-19 detection involved
he Fuzzy Colour technique for restructuring the dataset, Social
imic optimisation method for feature selection and deep learn-

ng models namely MobileNetV2, SqueezeNet for dataset training.
nd then, with an SVM classifier, the model scored an accuracy
f 99.27%. In [58], the lung x-ray images were analysed with CNN
rchitecture to detect the infected tissues in the lungs.
Several researchers have carried out investigations on both CT

nd X-ray image modalities for COVID and non-COVID classifi-
ation and reported satisfying accuracy [59–61]. Many transfer
earning models were analysed and fine-tuned for extracting
eatures of COVID-19 infected chest X-ray and CT image in [62],
here the VGG-19 model gave out the best accuracy of 99%. [63]
ave proposed a decision tree based approach for COVID detec-
ion and achieved 93% and 88% accuracy for CT scan and chest
-ray respectively. In [64], a CNN model for COVID 19 detection
ith CT and X-ray images was presented, which attained better
ccuracy in X-ray images. Another stream of works focused on
he acoustic signal features like cough, speech, breathing, voice,
tc. for COVID screening [65–67].
Artificial Intelligence models can diagnose COVID-19 from

ymptoms of patients. Diagnosing from symptoms can substan-
ially aid in carrying out an initial screening in places with lower
utreach. The Mobile application COVID Symptom Study [68] can

redict COVID-19 infection by comparing the symptoms of the

5

user with COVID-19 positive patients. It had received a great
response as over 3 million people reported about their health
issues through this application.

Lab-on-a-chip technology integrates several laboratory func-
tions on a single chip at most a few centimetres in size while
reducing both the reagent cost and analysis time of a bio-medical
examination. The advanced version of the LoC is a device called
point of care (PoC) which performs tasks ranging from sample
preparation to analysis in a cost-effective way while requiring
no complicated equipment and trained professionals [69]. Such
PoC devices can be used as a rapid on-site testing kit of COVID-
19 where there is a scarcity of medical staff and costly equip-
ment [70]. Biosensors contain semiconductor circuitry with a
coating of biological material. This material attracts and binds to
a target in the sample fluid which signals the presence of the
COVID-19 RNA, antibody, or antigen. A biosensor chip contains
multiple circuits, each containing different biological substances
as a detector which enables the chip to perform different tests
such as viral RNA, antibodies, and antigens at the same time. As
a result, biosensors perform tests in an extremely short time, even
within 60 s. Moreover, along with detecting the intended one,
a biosensor provides information about other health issues of a
patient while decreasing the false-positive results. For example,
performing a test for the flu can simultaneously identify the
Coronavirus at the earlier stage [71,72]. Some of these AI-based
diagnosis systems are summarised in Table 1.

3.2. COVID-19 risk assessment

The effect of Coronavirus damages the physical well-being of
different individuals differently. To some patients, much medi-
cation and consultation are not required; for some groups, es-
pecially the elderly and vulnerable population need special care
with a fast and prompt response from the service provider to
survive. However, the assessment of the severity of this novel
disease is not an easy task. AI platforms have extended hands to
identify individuals who are at high risk based on their existing
medical conditions [73].

In [74], the authors developed a COVID-19 vulnerability index
considering the pre-existing medical conditions using machine
learning models. A non-profit organisation in Chicago, named The
Medical Home Network, uses AI solutions to identify vulnerable
individuals based on their respiratory complications.

There have been several works focused on assessing the sever-
ity of infection in different individuals with AI-based chest imag-
ing findings [75,76]. The CT severity score of the patients was
predicted with different deep-learning algorithms in [77,78]. A
CNN model was exploited to prognosticate the level of lung
disease severity in [79].

Although over 80 percent of cases seem to be mild, those
who develop severe symptoms often need oxygen and prolonged

ventilation. AI tool can accurately predict from the newly infected
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able 1
summary of notable works in the field of COVID-19 diagnosis using AI technologies.
Research Application Modality Methodology

[18–20,24,26] Diagnosis of COVID-19 Chest CT scan images State-of-the-art CNN architectures (U-Net, AlexNet, VGG,
Inception, ResNet, SqueezNet, DarkNet, ShuffleNet,
Xception, MobileNet, DenseNet)

[23,25,28] Diagnosis of COVID-19 Chest CT scan images Custom CNN architecture

[31,32] Differentiate COVID-19 infections
from other abnormalities as well
as normal cases

Chest CT scan images State-of-the-art CNN architectures (U-Net, AlexNet, VGG,
Inception, ResNet, SqueezNet, DarkNet, ShuffleNet,
Xception, MobileNet, DenseNet)

[37,39] Diagnosis of COVID-19 Chest X-ray images State-of-the-art CNN architectures (U-Net, AlexNet, VGG,
Inception, ResNet, SqueezNet, DarkNet, ShuffleNet,
Xception, MobileNet, DenseNet)

[33,40,41,43,44,
47–50,55,57]

Differentiate COVID-19 infections
from other abnormalities as well
as normal cases

Chest X-ray images State-of-the-art CNN architectures (U-Net, AlexNet, VGG,
Inception, ResNet, SqueezNet, DarkNet, ShuffleNet,
Xception, MobileNet, DenseNet)

[34,42,46,51,54,
56,58]

Diagnosis of COVID-19 Chest X-ray images Custom CNN architecture

[53] Differentiate COVID-19 infections
from other abnormalities as well
as normal cases

Chest X-ray images Custom CNN architecture

[59,62] Diagnosis of COVID-19 Chest X-ray images, chest
CT scan images

State-of-the-art CNN architectures (XCEPTION, VGG16,
VGG19, RESNET, INCEPTIONV3 and MOBILENET)

[66,67] Diagnosis of COVID-19 Coughing sounds Custom CNN architecture

[65] Diagnosis of COVID-19 Coughing sounds, breathing
sounds and voice

Long short-term memory (LSTM)
with COVID-19 patients who can go on to develop severe respi-
ratory disease. The AI model needs to use the data of severe and
mild COVID patients and train it with a machine learning algo-
rithm to define the patterns of COVID-19 and predict its severity.
Many machine learning models are designed to predict the mor-
tality chance of COVID patients with different samples [80,81].
The AI model, EDRnet in [82], had an accuracy of 92% in predicting
the mortality rate for COVID-19. The model was developed with
ensemble learning based on deep neural network and random
forest algorithms to implement the in-hospital mortality predic-
tion. Mushtaq et al. [83] conducted a severity assessment study
based on the chest X-ray using deep learning artificial intelligence
(AI) system.

The development of machine learning-based applications by
he researchers have been greatly facilitated with the availability
f COVID-19 related data. Statistical studies identified important
isk factors such as age, pre-existing conditions, personal hygiene,
ocial habits, frequency, the number of human interactions, etc.
hich are correlated with the probability of being infected.
Machine learning models can be used to predict the likelihood

f an infected person developing complications [87,88]. In [84], a
ecision tree-based predictive modelling system was developed
o portend the recovery period of COVID patients. It also assists
n the decision process in the hospitals by forecasting about the
ndividuals with high risk and thus helps to triage him/her for
ppropriate medical care. The authors in [89] constructed a deep-
earning neural network algorithm to detect the peak clinical
ariable predictors, which can be further inferred for proper
riaging of patients with risk scoring from blood samples.

A data-driven pre-hospital triage system was demonstrated
n [85] that can aid in responding to the overwhelming demand
f patient care in comparison to the healthcare system capacity.
he authors in [90] presented an AI-empowered methodology for
linical decision support using CT data. The studies in [91–93]
ad demonstrated similar findings in their works to facilitate the
anagement of patients.
In [86], authors used machine learning models that learn from

atient’s historical data and predict the chance of developing
cute respiratory distress syndrome (ARDS) with an accuracy of

lmost 80%. Machine learning models have already been used to

6

predict the treatment outcome, such as cancer immunotherapy
responses [94]. Similar prediction models can be used to as-
sess the risk of COVID-19 treatment. Some of the AI-empowered
application for risk assessment is outlined in Table 2.

3.3. Surveillance during COVID-19

The first specimen of Coronavirus was detected in the Wuhan
city of Hubei province of China. Then with the increase of spread,
the hot spot of infection and death from the virus changed from
time to time. Several countries of Europe, America, South Amer-
ica, and Asia had faced serious crises in healthcare departments
for this unprecedented peril. The lack of preparation of the gov-
ernment of these states had made the situation worse. So the
forecast about the spread of the virus to any region would def-
initely help the policymakers act proactively and take the neces-
sary steps accordingly.

AI methods can analyse the geographical spread of the virus
and identify the clusters and hot spots. [95] These data can be
rendered to detect the vulnerable areas of different regions [96,
97]. AI-powered applications such as contact tracing apps have
enabled the monitoring of individuals to identify the risk and
predict the future course of action for the disease.

[98,99] demonstrated the use of ML to analyse the time series
using Nonlinear Regressive Network to estimate the spread of
the virus, which can facilitate the forecasting for upcoming days.
Manual contact tracing requires the involvement of thousands
of experienced workers to identify the infected, track them and
guide other individuals to keep them away from being exposed
to the infected. Whereas AI-powered automatic contact tracing
system can be customised to notify an individual if a person was
in closer proximity to the infected ones. AI can be used as a tool
to identify the transmission chains of the COVID-19 by processing
the epidemiological data faster than the traditional medical data
reporting system and determine the effective measures to control
the spread [100,101] demonstrated the application of SEIR (Sus-
ceptible, Exposed, Infectious, and Recovered) model to scale the
pandemic outbreak in different regions with AI.

A 5G patrol robot developed by the Guangzhou Gosunch Robot

Company [102] has already been deployed in China to monitor
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able 2
summary of notable works on risk assessment during the COVID-19 pandemic.
Research Application Methodology Performance

[73] COVID-19 diagnosis from symptoms Fuzzy Inference System No metrics provided

[74] Vulnerability assessment of individuals Logistic regression, Gradient Boosted
Trees and Closedloop platform

No metrics provided

[80] Mortality risk assessment from COVID-19 Artificial Neural Network Accuracy: 86.25%, Sensitivity:
87.50%, Specificity: 85.94%,
AUROC: 90.12%

[82] COVID-19 mortality risk assessment using
blood samples

Ensemble learning using deep neural
network and random forest

Sensitivity 100%, Specificity
91% and Accuracy 92%

[84] COVID-19 recovery period estimation and
identification of high risk age groups

Decision tree, Support Vector
Machine, Naive Bayes, Logistic
Regression, Random Forest and
K-nearest Neighbour

Accuracy 99.85%

[79] COVID-19 severity assessment from chest
x-ray images

Transfer learning with VGG16 R2 0.90 and mean absolute
error of 8.5%

[85] Identification of high risk individuals that
require hospitalisation and low risk individuals
that can recover at home using a chatbot

AI chatbot No metrics provided

[86] Predict development of acute respiratory
distress syndrome (ARDS) of COVID-19
patients from clinical data

Logistic Regression, KNN, Decision
Tree, Random Forests and Support
Vector Machine

Accuracy: 70% to 80%
the COVID-19 prevention measures. Equipped with infrared ther-
mometers, the robot is able to scan up to ten people for high tem-
peratures within a 5 metres radius. MIC-770, an IoT edge com-
puter (Intel 8th gen Core I processor, GPU iModule-MIC-75G20)
and five high-resolution cameras empower the development of
this IoT-based application.

Involving humans in prototype testing increases the risk of
ontamination. Thus robots can be a safer alternative to humans.
joint initiative of Apple and Google to develop a contract tracing
pp for the IOS and android platform is on its way. The prototype
f this contact tracing application is validated at MIT. The signals
ere strengthened using robots containing required sensors. It
as tested on Bluetooth range [103].
Social distancing is considered one of the most effective ways

f limiting the spread of COVID-19. Different AI-enabled and
ision-based robotic solutions can also be used to monitor social
istancing [104,105]. A pipeline for a real-time social distance
onitoring system is shown in Fig. 4. AI-powered smartphone
pplications, wearable devices, CCTV cameras can be integrated to
uild a social distance monitoring system. It should be functioned
o warn people in the workplace and public areas if they violate
he social distancing rules. A deep learning-based automatic so-
ial monitoring system is proposed in [106] which identifies the
umans separating them from the background in a surveillance
ideo. That can monitor the social distancing abidance in public
laces.
Patrol robots are fully autonomous or teleoperated mobile

obots with great applicability in this COVID-19 time. Recently it
as been customised to replace human patrols, especially in risky
reas (i.e., high crime areas, highly infected zones). Equipped with
igh-resolution cameras and the fastest communication modules,
hey can record live images and report abnormal or suspicious
ituations and notify them to the proper authorities in the short-
st possible time. Patrol robots can autonomously navigate to the
earest charging station, recharge themselves and come back to
he serving area; thus they can provide 24/7 monitoring services.
n this circumstance, patrol robots have been used during the
OVID-19 pandemic to run inspections with the law-enforcing
uthorities. Besides, they monitor body temperature, facial mask-
earing, and social distancing conditions, and alert the relevant
uthorities to take real-time initiatives with any occurrence of
otential threat like high temperature or absence of facial masks.
oreover, integrated with AI, cloud computing, and big data
7

processing functionalities, they can be employed for real-time
monitoring of the situation, autonomous decision making, be-
havioural control, and interaction. Whenever an abnormal or
suspicious event such as the absence of facial masks or high
body temperature is detected by the robot, an alert is sent to
the relevant authorities to take necessary initiatives to handle the
event.

The government of Singapore has deployed a four-legged
robot named ‘Spot’ [109] developed by Boston Dynamics to patrol
in its local parks to enforce social distancing among the visitors.
Spot is teleoperated, and it estimates the number of visitors
with the installed cameras and broadcasts a prerecorded message
about maintaining safe distances among the visitors.

PGuard, a four-wheeled robot has been deployed in the large
streets of Tunisia’s capital to monitor the abidance of the im-
posed coronavirus lockdown. Equipped with a thermal camera
and Lider technology, PGuard approaches the pedestrians, asks
reasons for disobeying lockdown, and if necessary, scans their
identification documents so that the designated authorities can
check those [108]. Table 3 accumulates information about some
of these deployed robots.

3.4. Telehealthcare services during COVID-19

The field of telemedicine has proven valuable during the
COVID-19 crisis. Telerobotics has significantly supported in taking
the edge off several arduous tasks of the frontline workers. It has
aided in curbing the spread by reducing the close interaction be-
tween the patients and healthcare workers. Many novel means of
remote monitoring of patients were introduced in this pandemic.
It not only favoured controlling the spread but also helped to
ensure the delivery of healthcare service to non-COVID patients
during this pandemic. Fig. 5 demonstrates different telehealthcare
instilled services, notably teleconsultation, telesurgery, teleultra-
sound, telepresence robots, self-checker services, and AI Chatbots,
among others.

Many hospitals deployed intelligent chatbots [110–112] to
alleviate the pressure in healthcare departments. Some of these
chatbots have rendered great service in attending to the general
patients. Certain chatbots with advanced design and working
algorithms are capable of recommending immediate measures
with effective drug and consultation support on demand of the
user.
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Fig. 4. Real-time social distance monitoring pipeline: (a) Data collection using robots/vision system (b) Processing and inferring using AI (c) Visualisation and feedback.
Table 3
A summary of notable works on surveillance techniques during the COVID-19 pandemic situation.
Research Application Methodology Performance

[101] Simulating the spread of COVID-19 SEIR Model No metrics provided

[106] Monitoring social distancing regulations from video Yolo v3 and Deepsort mAP: 0.846

[107] Identifying people without face masks AI Accuracy: 96.5%

[102] Monitor body temperatures and face mask regulations
using patrol robots and alert authorities if absence of
mask is detected

5G patrol robots powered by
MIC-770 computers

Able to simultaneously monitor
temperatures of 10 people in a 5 m
radius

[103] Contact tracing of COVID-19 infected patients using
Android and iOS applications and alert traced contacts
of potential infection

Bluetooth No metrics provided

[108] Monitor COVID-19 lockdown situation, question citizens
who are outside and record their identification using a
patrol robot

Remotely controlled manually,
equipped with thermal imaging
camera and LiDAR technology

No metrics provided
An interactive robot named CRUZR [113] was developed by
he Belgian company ZoraBots, which has been used in hospitals
nd other areas as a first-line controller amid the coronavirus
utbreak. The robot can approach visitors, measure their temper-
ture, and interact with them using one of the 53 languages. It can
o repetitive works, help the medical staff to concentrate their
orks and can learn on the duties.
Authors in [114] proposed an intelligent robot that can per-

orm skin-related diagnosis using its vision system. It can also
ommunicate with the patients about the diagnosis results us-
ng voice and word-based outputs. It has cloud-based storage
apabilities to promote further telemedicine scopes.
Previously developed telemedicine technologies like [115],

obot-nurse Tommy in Italy, helping hand for physiotherapist
obert in Denmark, Robotnik in Valencia, Spain have been sup-
orting the telehealthcare facilities during COVID-19. In [115],
n intelligent medical agent is developed for the treatment of
nsomnia which uses a variety of physiological and environmen-
al sensors to collect users’ details. The agent can transfer the
esults to a cloud platform to facilitate further examination and
elemedicine services by a human doctor. It monitors different
ital signs from devices in the patient’s room and allows pa-
ients to communicate with the doctors by sending messages.
similar technology [116] was developed in Russia for remote
ealth monitoring of cancer patients. This system incorporates a
ubsystem to provide emergency situations based on the patients’
ealth statements and presents the necessary data to the doctors.
OBERT, developed by Life Science Robotics (LSR), is a device
8

having an lightweight KUKA robot integrated helps the physio-
therapists in Denmark to mobilise the patients while maintaining
social distancing.

In [117], authors studied the feasibility of the teleultrasound
examination and consultation amid situations like the COVID-19
pandemic. The conventional method increases the risk of infec-
tion as it requires a doctor to perform the ultrasound examination
being present in the examination room. To mitigate this risk, a
5G network-based telecontrollable robot-assisted technique has
been employed for the remote ultrasound diagnosis for COVID-19
patients. Though chest CT examination is a highly recommended
standard COVID-19 diagnosis, ultrasound examination can be
considered as an alternation due to the unavailability of the CT
examination modalities. Robot-assisted teleultrasound eliminates
the risk of contamination from close contact with the patients.

The researchers in telehealthcare services during this pan-
demic have prospected to deliver remote service opportunities
with novel technologies like Robotic teleechography [118] for
remote diagnosis of organs like lung, heart and thus protect
medical staff from unnecessary interaction.

A robotic tabletop device has been developed by the en-
gineers of Rutgers [119] which facilitates accurate steering of
catheters and needles into the tiny blood vessels for drawing
blood or delivering drugs and other necessary fluids. Automated
blood sampling and analysis require complex visual and motion
tracking involving the identification of blood vessels from the
surrounding tissue, classification, and estimation of their depth.
A robotic device is capable of carrying out these tasks combin-
ing artificial intelligence and imaging modalities with minimal
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Fig. 5. Telehealthcare services during COVID-19 pandemic.
upervision, which makes it a suitable tool in situations like the
OVID-19 pandemic.
A self-checker service for the COVID-19 is developed by the

enters for Disease Control and Prevention and Microsoft which
rovides self-assessment services and suggests the next course of
ction for the users.
The adversities during this COVID-19 pandemic have affected

he psychological well-being of humans around the globe result-
ng in mental stress due to the sudden change of normal lives,
ike being in isolation and lockdown is not an unusual onset.
I-powered mood booster apps ensure the mental well-being
f an individual, even detecting whether the individual is in a
epression state or not. Table 4 comprises some of the significant
I and Robotics-driven technologies in telehealthcare during this
andemic.

.5. Delivery and supply chain during COVID-19

In hospitals, doctors and other medical staff need to interact
n real-time with patients from a safe distance which includes
elivering food and medicine to patients, samples to the lab, and
eports to doctors. Intelligent and autonomous delivery robots
peed up the movement of medicines, samples, and reports and
ssist the hospitals in managing the overwhelming amount of
ctivities during the coronavirus pandemic. The deployment of
utonomous delivery robots can protect patients and medical
taff and help reducing health workers’ workload. Autonomous
obots can be integrated into the supply and delivery chain as
hown in Fig. 6.
The autonomous mobile robot Phollower 100 [120] deliv-

ry robot, developed by a Slovakian company Phontoneo, is de-
loyed in hospitals and other healthcare centres for distributing
edicines, laundry, and other material to different stations. This

obot has a responsive web interface and it can take a payload of
00 kg for carrying and 350 kg for pulling.
Drones are also being used as delivery platforms as they pro-

ide three-dimensional modality. Drone-based healthcare service
mplementation have been very common in this pandemic [121–
23]. The system in [124] delivers goods (food, medical supplies,
tc.) to required places with a UAV. This app-based system excels
n performing delivery operations to a height from the ground,
ike a certain floor of a building. It navigates outdoor and lo-
ates from the base location of the supplier to the desired client
ddress.
Keenon Robotics [125] provided many hospitals in the COVID-

9 affected areas of China with delivery robots. The robots as-
isted in the operations like transportation of medical supplies,
9

delivery of meals to patients and doctors, and accomplishing
other necessary tasks [126]. These robots are furnished with Astra
Mini S cameras, LIDAR, infrared, and ultrasonic sensors, and they
can carry 10 kg of loads. The robot can deliver goods by following
a pre-defined route or using SLAM algorithms.

Techmetics [127] designed a delivery robot Techi Butlers for
rendering service in hospitals which include distributing lab sam-
ples, medication, hospital supplies. This fleet management system
equipped with multiple robots has a payload of 250 kg. Hercules
from Chinese company UDI [128] is a robot van equipped with
LIDAR, stereo vision cameras, fisheye cameras, redundant satellite
navigation systems, and deep-learning algorithms to support the
self-driving functionality.

A California-based startup, Nuro [130] has built small au-
tonomous delivery robots with Wheels for delivering medical
supplies, food, personal protective equipment (PPE), clean linens,
and other supplies to health workers in California without hu-
man contact. A company from San Francisco has launched Zi-
pline drones [129] to deliver vaccines, medicines, and personal
protective equipment with a work area of 22500 square kilo-
metres and a speed of 100 km per hour. These drones were
deployed in Ghana to tackle the COVID pandemic and helped the
western African country to respond timely in the crisis. Certain
applications of Robots in the field of supply chain systems are
summarised in Table 5.

3.6. Service automation

Robotic process automation (RPA) [131], also referred to as
software robotics, is a technology-based on metaphorical soft-
ware robots which are used to automate business operations
while reducing the intervention of human workers. RPA takes
over the monotonous, repetitive and tedious tasks usually done
by the frontline workers, thus ensures the use of human resources
more effectively. During COVID-19, RPA can be used as an effi-
cient tool to empower health care sectors by building software
robots capable of undertaking the job of the health workers or
medical staff. Further, RPA ensures improved operational effi-
ciency and scalability while decreasing operating costs and error
occurrences so as to provide advanced governance services. RPA
has been of assistance in numerous fields as shown in Fig. 7.

RPA has been considerably used in testing and diagnosis dur-
ing this COVID time. With the rapid spread of Coronavirus, the
testing sites experience huge demands which result in the long
line of the patients waiting for the test [132]. RPA can be used
to accelerate COVID-19 testing up to 90% using attended bots
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summary of notable telehealthcare technologies.
Research Application Methodology Performance

[110] Providing telehealthcare service using a
chatbot

Artificial Intelligence Markup Language
(AIML)

4.8 on a scale of 5

[111] Collect data on potential COVID-19 cases
using a chatbot

AI chatbot Survey of usefulness: 92%

[117] Performing teleoperated ultrasound
examination with assistance of robots

MGIUS-R3 robotic ultrasound system,
communication over 5G network

Tele-ultrasound examination performed
successfully from 1479 km away

[118] Performing tele-echography using robots
to remotely examine lungs, heart and
vascular system

MGIUS-R3 robotic tele-echography
system, communication over 5G network

Tele-echography was successfully
performed on a patient 700 km away
and the patient’ lungs, heart, inferior
vena cava and blood vessels in both
lower extremities were examined

[119] Developing a robotic system that can
insert needles into blood vessels in order
to draw blood or deliver drugs and
other fluids without human intervention

Recurrent fully convolutional networks
used to perform vessel segmentation,
classification, and depth estimation on
near-infrared (NIR) stereo images and
duplex ultrasound (US) images to guide
a 6-DOF robotic agent with a 3-DOF end
effector

Successful cannulation was performed in
an in vivo study performed on 20 rats
Fig. 6. Autonomous robots in supply chain and delivery.
able 5
summary of notable delivery and supply chain systems suitable for use during the COVID-19 pandemic.
Research Application Methodology Performance

[120] An autonomous, modular mobile robot
that can perform delivery and
disinfection tasks

6 wheeled modular robot with centre
axle drive, disinfection operation
performed using UV-C light

No metrics provided

[122] Perform monitoring, sanitisation,
thermal scanning, face recognition and
identification, social distance
enforcement and other tasks in
COVID-19 hot spots using drones

Swarm robotics, Cloud computing, Edge
computing, Fog computing, IoT, AI,
Thermal imaging

Capable of covering 2KMs in 10 min

[124] Autonomous delivery using an UAV Delivery request made using an App,
UAV path planning using A*

No metrics provided

[127] Robotic system for performing delivery
services in hospitals such as distributing
lab samples, medication, hospital
supplies etc.

Deliveries made by an autonomous
robot with multiple compartments and a
touch screen for user interaction

Max speed: 1.5 m/s Payload: 130 lbs

[129] Transportation of suspected COVID-19
samples from remote rural areas to
testing labs using drones

Test samples are packed in special
biological containers with ice and
transported in the bellies of Autonomous
drones developed by Zipline

Max speed: 128 km/h Payload:1.75 kg
Range:160 km. Deliveries made within
30 min
to collect patient data, incorporate into the EMR records of the
hospital, record the test results, and sends these records to other
departments while eliminating the manual errors and reducing
waiting time [133]. A mobile survey of the patients is performed
by the hospitals for the initial diagnosis purpose. These data are
10
then automatically managed by RPA without involving any data
entry specialists, thus reduced the diagnosis time significantly.
RPA combined with AI can be used for the efficient and faster
testing of COVID-19 from the CT scans or chest X-ray images
while reducing the waiting time of the patients up to 70%. RPA
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Fig. 7. Key application areas of RPA in COVID-19 pandemic.

bots ensure 24/7 availability of appointment services for the video
consultation by automatically scheduling patient requests [134].
RPA bots can be used to increase the speed of the hiring process
by automating the background checks, credential verification, and
application data upload into the HR system. After completion of
the processing, robots notify the competent volunteers to the
relevant department and help them to assign volunteers in job
areas.

RPA can contribute to accelerating COVID-19 vaccine develop-
ent and distribution by managing the collaboration and com-
unication of critical clinical data among the multiple teams or
rocesses to reduce the vaccine development period [135].
For recovery and monitoring, developed RPA systems can do

onders to reduce the workloads from the workers. Screening
ots monitor the health condition of the employees and flag
f their status in case of any suspicious condition such as high
ody temperatures, thus allows the relevant authorities to initiate
roper actions. RPA bots compile COVID-19 related data from
ultiple data sources from all over the world, analyse those
ata, generate insightful daily reports, and provides necessary
uidelines on risk management [136].
RPA has great potentiality to be employed in back-office op-

rations.RPA facilitates real-time monitoring of pedestrian traffic
low to initiate risk alerts when traffic flow through public areas
s too dense [137]. In a pandemic situation like COVID-19, there
s an increased volume of medical supply orders such as hand
anitisers, PPEs, etc. which can be handled efficiently by the
nattended RPA bots, reducing pressure on procurement teams
nd avoiding supply delay or stock-out of critical supplies. Ac-
elerating the onboarding of emergency staff: Bots speed up the
ew recruitment process by 10x automatically performing the
olice vetting and checking the previous employment status of
he healthcare staff. Rapid registration of patients: RPA bots faster
he process of new patient registration by checking the status of
he existing registration in the database and providing the history
nd other information of the existing patients. RPA allows faster
rocessing of digital paperwork while eliminating human error by
utomatically queuing and managing test-related administrative
asks. Automation helps health organisations to make increasing
all volumes easier and quicker by accurate tracing and auditing
f payments while incorporating constant policy changes.
11
Fig. 8. Two types of robots used for disinfection applications.

3.7. Disinfection

COVID-19 spreads from person to person through close con-
tact respiratory droplet transfer and from contaminated surfaces.
Disinfecting the surfaces during this time is essential, although
manual disinfection task imposes a very high risk of infection.

Disinfecting robot disinfects designated area with ultraviolet-C
(UV-C) light or hydrogen peroxide vapour (HPV). It mitigates the
chances of hospital-acquired infections and reduces the cleaning
labour wages. The UV-C chemicals work by deactivating the DNA
and RNA and HPV kills microorganisms through the oxidative
process. Two such robots are demonstrated in Fig. 8.

A Danish company, UVD Robots [138], produce UV-C disin-
fection robots for patient rooms, corridors, and other units in
hospitals. This robot disinfects the surface by decomposing DNA
structures of viruses, bacteria, and other types of harmful organic
microorganisms with UV light. It manoeuvres in the environment
by combining LiDAR technology to generate a map and SLAM to
navigate through the paths. It operates in the absence of humans
and using motion sensors to sense the presence of humans, it
shuts the UV lights. The Bucharest Robot and UVD robots collab-
oratively can disinfect 7500 square metres in a short time. One
of the robots provides information to the patients and the other
robot work as a waitress to deliver food.

The Nimbus robot [139], developed by the Scottish company
Novoa, disinfects surfaces and rooms with hypochlorous acid that
destroys the proteins of the bacteria. It atomises the microburst
cleaning solution, an EPA-registered hospital-grade disinfectant
and eliminates the disinfectant cloud after cleaning.

The Disinfection service robots Xenex [140] does disinfect
operations with high-intensity pulse germicidal UV. It possess
the most effective form of UV with higher intensity and wide
spectrum. Small duration of required exposure for effective doses
can remove the harmful bacteria, viruses, and spores with the
patented system of pulsed xenon Full Spectrum UV for room
disinfection.

Another UV light-oriented disinfecting robot is the
autonomous mobile disinfect robot ‘YOUIBOT’ of Servo Dynam-
ics, Singapore. It adaptively navigates through the SLAM algo-
rithm. Other than the cleaning functionality, it can also monitor
temperatures of people [143].

In [141,142], the authors proposed a Type 1 and Type 2 Fuzzy
Logic-based disinfecting robot with wall following behaviours
that can operate in complex and uncertain environments. Dis-
infection drones have also been deployed by many companies.
XAG converted its ground robots to aerial drones by replacing the
agricultural units with disinfectant sprayers. The aerial sprayer
provides great advantages in both coverages of the disinfecting
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able 6
summary of robotic systems for disinfection purposes in hospitals and other areas.
Research Application Methodology Performance

[141] Development of an autonomous multi
robot system to perform disinfection,
remote body temperature measurements
and other tasks in Field hospitals

Environment mapped using SLAM, kinect used
as thermal camera to monitor body
temperature

No metrics provided

[142] Development of a wall following robot
for disinfection in unknown
environments

Type-1 and type-2 Fuzzy Logic System (FLS) Average lateral error: 4.9 cm
for type-2 FLS

[139] Autonomous robotic system for
disinfecting hospital rooms and kill
pathogens that cause
healthcare-associated infections (HAIs)
including COVID-19

Atomising system used to spray Hypochlorous
acid (HOCl) disinfection solution on surfaces
for cleaning and disinfection, filtration and
dehumidifying technology used to remove
solution from air and other surfaces after
cleaning

Capable of cleaning a hospital
room in 30 min

[143] Autonomous robotic system for
disinfection and remote monitoring
body temperature

Robot navigation using SLAM, disinfection
using UV light

No metrics provided

[144] Autonomous disinfection operation using
drones

Spray disinfectants from drones No metrics provided
substances and in keeping the human operators at a safe dis-
tance [144]. Some other drone assisted disinfecting systems were
reported in [145–147]. Some of the notable forefront innovations
for disinfection have been summarised in Table 6.

3.8. Accelerating research and drug development

The COVID-19 catastrophe demands extensive research on
iruses to develop faster and effective drug and other remedies
o the disease. Researchers and healthcare professionals face dif-
iculties compiling a massive volume of COVID-19 related data
o gain necessary insights into the treatment. AI-based solu-
ions speed up the process providing faster access to the rele-
ant research papers and other documents. Moreover, they pro-
ide a way to extract medical information from the unstruc-
ured text using natural language-based query processing capa-
ilities. A machine learning-enabled search platform is launched
y the Amazon web service (AWS) which contributes to easier
nd quicker access of more than 128,000 research papers and
ther materials [148].
Machine learning models such as Bayesian ML models and

andom forest algorithm have already been proven effective in
irus molecule scoring process [149,150]. AI-driven technologies
ave been brought forth in the formulation of potential drug
evelopment for COVID-19 treatment [151–153]. In [154], the
uthors reviewed the literature about ML and AI technologies for
iomarker discovery, disease characterisation and potential target
rug identification in COVID-19. DeepMind [155] has predicted
he protein structure of the SARS-CoV-2 virus responsible for
ausing COVID-19 using deep learning methods.
Machine learning can help to assess the potential candidate

rugs in two ways — it can create biomedical knowledge graphs;
therwise, it can build models to predict drug and viral protein
nteraction [156]. A biomedical knowledge graph that connects
iomedical entities inferring their relationship is constructed
n [157] using natural language processing techniques. The re-
earchers use a similar graph to identify a potential candidate
rug (Baricitinib) for COVID-19 [158]. Scientists also rely on ma-
hine learning models to predict drug-target interactions (DTIs).
TI helps to formulate how the candidate drugs interact with the
irus protein. Neural networks trained on large DTIs are used to
hose a subset of drug candidates that can restrain the virus’s pro-
ein most significantly [159]. A neural network-based end-to-end
ramework named NeoDTI is developed in [160] to predict the

TIs accurately by interpreting the knowledge graph. A potential

12
therapeutic agent for COVID-19 is in its clinical trial which is
developed using models learned on similar graph-network [161].
AI and Machine learning techniques have also contributed to
the search for potential existing drugs for COVID-19 treatment.
Several review works summarised the notable AI applications
that have been adopted for drug-repurposing, drug-repositioning
and exploring potential drug-target relationship [162–164].

A wide range of tools for the vaccine research of COVID-19 are
being optimised with different AI algorithms [165–167]. Several
applications of AI in accelerating research and drug development
to combat the COVID-19 pandemic are summarised in Table 7.

4. Future directions

The advent of highly anticipated vaccines has revitalised the
pandemic-stricken human race with a fresh breeze of hope. But
without ensuring the far and wide distribution and availability
of the vaccines, the danger to humankind persists. Involving
automation with Robotics and AI-empowered technologies can
accelerate the vaccine production, distribution and vaccination
process to a large extent. The novel innovations in this field have
made it apparent how these technological responses can reinforce
the outreach of the vaccine. The emerging field of urban robotics
was proven very valuable during the pandemic. So it is quite sure
that they will be amply contributing to restructure the linkage
of global cities and epidemiology for future crisis response. In
many areas, the abrupt rise in the case often exhausts the hos-
pital workforce and attending to the overwhelming number of
patients gets more challenging and sometimes infeasible. Service
robots with multiple functionalities can be deployed there to aid
doctors and healthcare workers. The reformation of biosecurity
control measures and their hard and fast implementation should
be monitored circumspectly as it was speculated at the beginning
of the outbreak that the COVID-19 Coronavirus was evolved from
a lab entity. So, supervision of these fields with more intelligent
technologies should be explored with more concern.

The Coronavirus strains have mutated in a varied way at differ-
ent places. Several mutations have been identified as more con-
tagious and deadlier than the others. Kent, UK (B.1.1.7 variant),
South Africa (B.1.351 variant), Brazil (B.1.1.28.1 or P.1 variant),
and much recently India (B.1.617.2 or Delta variant) are detected
as the riskiest variants of Coronavirus. Gene sequencing the sam-
ples is the only means to diagnose the new strains. So, novel
AI and ML-driven tools should be sought to make the research

for identifying risky strains easier. Machine Learning tools can
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able 7
summary of some notable works in accelerating research and drug development to combat the COVID-19 pandemic.
Research Application Methodology Performance

[155] Protein structure prediction of the
SARS-CoV-2 virus

AlphaFold No metrics provided

[158] Identification of a potential drug for
treatment of COVID-19 patients

BenevolentAI’s knowledge graph Baricitinib identified as potential
medicine

[159] Screening potential drug candidates for
COVID-19

Deep fully connected neural network
(DFCNN)

A number of commercially available
drugs were screened

[160] Predicting drug-target interaction (DTI) Deep learning 3.5% better performance in terms of
AUPR compared to the second best
method (DTINet)

[161] Identification of potential drug
candidates for treatment of COVID-19

Combination of machine learning and
statistical approach

CVL218 identified as a potential drug
with an inhibition rate of 35.16% at 3
µM concentration
be used to conduct predictive analysis of future virus muta-
tions. In addition to predicting possible mutations, such tools can
also be used to analyse the effectiveness of currently available
medication on potential future variants and develop medicines
and vaccines that are effective against them. This can also fa-
cilitate the regulatory management to take proactive measures
before the resurgence of crisis situation. Artificial Intelligence
can be used to analyse the history and spread of the Coron-
avirus to predict future outbreaks that may occur. In addition,
the existing infrastructure can be analysed using AI tools to esti-
mate the preparedness and response capabilities to such future
outbreaks. Moreover, the entire history of the pandemic and
previous pandemics can be analysed to prepare guidelines for
future pandemics that may occur.

A significant portion of literature has focused on detecting
OVID-19 positive cases from chest CT scans, X-rays, and symp-
oms using artificial intelligence and deep learning-based tech-
ologies. These techniques are heavily reliant on huge amounts of
ata, of which there is a lack of. Thus, it is necessary to facilitate
he development of public and open-source datasets consisting
f medical images and clinical symptoms. These datasets must
e annotated by doctors, researchers, and other experts in the
ield. This will also allow many researchers, who do not currently
ave access to such resources, to contribute to this endeavour
o develop quick and accurate methods for COVID-19. However,
onstructing such large-scale corpuscles is a time-consuming pro-
ess. In the absence of large datasets, state-of-the-art algorithms
uch as one-shot learning [168], zero-shot learning [169], deep
etric learning [170] should also be explored to developed accu-

ate models. These algorithms can develop classification models
rom very few training examples and even from just one training
xample. Robotics and AI-based technologies can be implemented
o allow automatic checking of body temperature and authorisa-
ion/prohibition of entry in many public places such as supermar-
ets, airports, parks, theatres, and restaurants. Nowadays, most
ublic places include security cameras for surveillance and AI-
ased technologies that can easily be integrated to monitor and
nforce social distancing and face mask regulations. In addition,
he behaviour and symptoms of people can also be analysed to
dentify potential cases. During the design phase, it is necessary
o ensure that these systems are designed in a user-friendly and
on-threatening way. It is also essential to ensure that privacy
ssues do not arise. Additionally, many existing robotics systems
an be repurposed for assisting healthcare workers and caring for
atients. In the field of telehealthcare and telemedicine services,
hatbots have seen an influx of applications. State-of-the-art lan-
uage models like the GPT-3 [171] can be incorporated to develop
hatbots with near human-like conversation capabilities. In order
o reduce mass human contact, it is necessary to automate more

nd more industries and introduce robotic systems in more stages
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of the delivery and supply chain. Although the entire world’s
attention is currently on the Coronavirus, it must be ensured that
other diseases are not given any less importance. The breakout
of another deadly disease amidst the coronavirus pandemic will
pose a serious threat to humanity.

5. Conclusion

AI and Robotics are being used in many points of services
for COVID-19 to a considerable extent. This paper thoroughly
highlights the contributions and probable fields for these tech-
nologies during the pandemic. The different norms in the health
sector and their task operations are also distinguished in this
paper. For COVID-19 detection and diagnosis, the newly found
AI-driven methods have been aiding to lessen the pressure on
conventional methods. The one concern that persists in the AI-
based new solutions is that they are often vulnerable to be less
accurate results than conventional methods. In risk assessment
and proper triaging of COVID-19 patients, deep learning algo-
rithms are being used to build prediction models to prognosticate
patients’ conditions. Similarly, social monitoring, delivery and
supply chain, and disinfection operations during this pandemic
are being greatly facilitated by many robot-operated applications
and technologies. Telehealthcare is another expedient solution
for this kind of situation. However, the cost of operations and
production limitations are creating a bar in their way to be more
widely adopted in underdeveloped areas. Many AI-empowered
solutions like telepsychiatry, telemental health services, virtual
reality (VR), chatbots, companion bots have addressed the is-
sues that arose in mental health concerns during this pandemic.
However, these services still have scopes to improve the ser-
viceable functionalities to a greater extent by standardising the
infrastructure.

Although numerous high-performing systems have been de-
veloped, many of them failed to go beyond the prototyping phase
into public deployment. Widespread testing and isolation of in-
fected patients are crucial for limiting the spread of the virus.
While many highly accurate AI-based diagnosis systems have
been proposed, they have not seen any real-world usage in most
cases. Scepticism and a lack of faith regarding such AI and robotics
systems can be observed among healthcare personnel and the
general public. Moreover, the lack of mass public trial means that
the general performance of these systems is not fully known. The
reluctance of people to maintain COVID-19 regulations has been
an issue throughout the pandemic. Hence it is also a matter of
concern whether people will cater to the imposed restrictions
if a robotic system is used in place of a human being. Frequent
mutations of the SARS-CoV-2 virus have been a major headache
in controlling the pandemic rendering existing medicines and
technologies less effective. Therefore it is necessary to update ex-
isting technologies, medicines, and vaccines continuously. While
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eveloping new systems, it is essential to ensure that these sys-
ems are capable of adapting to the ever-changing nature of the
oronavirus. Otherwise, these developments, while being highly
otential initially, will become obsolete soon.
From detecting COVID-19 to limiting the spread, reducing the

orkloads from health workers to streamlining the communica-
ive operations, AI and robotics technologies have adequately
atered to public health needs. AI and Robotics technologies
ave greatly accelerated the research for the development of
he COVID vaccine. Several AI-empowered big data analytical
ools were used to process the stream of information about the
atest findings and investigation results. UAV and RPA platforms
ave been deployed in vaccine distribution and management and
erved the purpose very aptly. The responses of technological
ields to the recurrent challenges of this pandemic can be a great
uiding model for any future catastrophic disaster. The strenuous
fforts of the professionals of these fields have lead the outreach
f the operations to every domain of the systems. It is expected
hat the AI and robotics technologies discussed in this paper
ill significantly assist humankind in combating the COVID-19
andemic and future disasters that may arise.
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